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Abstract: The diagnosis of tongue disease is based on the observation of various tongue characteristics,
including color, shape, texture, and moisture, which indicate the patient’s health status. Tongue
color is one such characteristic that plays a vital function in identifying diseases and the levels of
progression of the ailment. With the development of computer vision systems, especially in the field
of artificial intelligence, there has been important progress in acquiring, processing, and classifying
tongue images. This study proposes a new imaging system to analyze and extract tongue color
features at different color saturations and under different light conditions from five color space models
(RGB, YcbCr, HSV, LAB, and YIQ). The proposed imaging system trained 5260 images classified with
seven classes (red, yellow, green, blue, gray, white, and pink) using six machine learning algorithms,
namely, the naïve Bayes (NB), support vector machine (SVM), k-nearest neighbors (KNN), decision
trees (DTs), random forest (RF), and Extreme Gradient Boost (XGBoost) methods, to predict tongue
color under any lighting conditions. The obtained results from the machine learning algorithms
illustrated that XGBoost had the highest accuracy at 98.71%, while the NB algorithm had the lowest
accuracy, with 91.43%. Based on these obtained results, the XGBoost algorithm was chosen as the
classifier of the proposed imaging system and linked with a graphical user interface to predict tongue
color and its related diseases in real time. Thus, this proposed imaging system opens the door for
expanded tongue diagnosis within future point-of-care health systems.

Keywords: artificial intelligence techniques; computer vision systems; machine learning; traditional
Chinese medicine; tongue color analysis

1. Introduction

Traditional Chinese medicine (TCM) uses a four-part diagnostic process that includes
examination, smell, auditory evaluation, investigation, and physical palpation to obtain
valuable information for evaluating diseases. It is worth noting that tongue examination, a
practice with a history spanning more than two thousand years, plays a vital role in TCM [1].
Human tongues possess unique characteristics and features connected to the body’s internal
organs, which effectively detect illnesses and monitor their progress [2–4]. Key features of this
evaluation include the color of the tongue, shade of the coating, form of the tongue, depth of
the coating, oral moisture, tongue crevices, contusions, red spots, and tooth impressions [5].
Among these, tongue color is of the most importance [3]. A healthy tongue usually shows
a pink color and a slender white film [4], and various ailments directly impact this color.
For example, diabetes mellitus (DM) often leads to oral complications, resulting in a yellow
coating of the tongue [6]. In DM2, the tongue may be blue with a yellow coating [5]. A purple
tongue with a thick fatty layer is a symptom of cancer [7], while patients with acute stroke may
present with an unusually shaped red tongue [8]. A white tongue may indicate chill syndrome
or a lack of iron in the blood, while yellow signifies a condition of increased body heat, hepatic
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and biliary organ disease [9,10], and vascular or gastrointestinal issues, which may cause the
oral organ to turn indigo or violet [11]. Appendicitis can lead to changes in the exterior of
the tongue [12], and the tongue can also reflect the intensity of bacterial or viral COVID-19
affliction, appearing faint pink in mild cases, crimson in moderate infections, and deep red
(burgundy) in serious cases. These diseases are often accompanied by inflammation and
ulceration [10,13]. In cases of Helicobacter pylori infection, the tongue may appear reddish
with a touch of white markings [8]. Systems for diagnosing based on the examination of the
tongue (TDS) are known to be highly effective without the need for invasive procedures for
remote disease diagnosis or direct contact with the patients. These systems play a critical role
in clinical decision making, reducing the possibility of human error.

2. Related Work

In recent years, there has been an extensive range of studies focused on computer
vision systems to analyze and evaluate the tongue’s color. For example, a study conducted
by Park et al. (2016) [14] explored the examination of color features of the tongue, making
use of digital cameras combined with distinct digital imaging software. The study involved
the use of 200 tongue images from female applicants and employed questionnaires related
to phlegm pattern, temperature, and yin deficiency. This project addressed two opposing
and balancing elements in TCM (Yin and Yang) through its investigations. Another study
by Gabhale et al. (2017) [15] proposed a computer-based analyzer system to detect diabetes
by appraising visual variations on the tongue’s surface. This study used statistical mapping
of tongue images based on combinations of color and material features with a dataset
of 100 tongue images. The study findings demonstrated the method’s effectiveness in
classifying diabetes. In another study, Umadevi et al. (2019) [16] performed an implicit
association method with patients’ tongue images for diagnosing diabetes based on the
dental multi-labeled region approach. The method’s performance was evaluated based
on 96 images of patients’ tongues from both a medical facility and a research institution,
along with 97 ultraviolet-scanned images of tongues captured using an iPhone equipped
with a high-resolution camera. Srividhya and Muthukumaravel (2019) [10] conducted a
study employing a classifier based on support vector machines (SVMs) and sophisticated
image processing methods to process textures extracted from tongue images. These images
were captured using digital cameras without any consideration for lighting conditions.
Thirunavukkarasu et al. (2019) [17] presented an infrared tongue thermography system
used to assess tongue temperature for diabetes diagnosis. This suggested framework
classifies hyperglycemia by analyzing thermal differences in the oral organ based on convo-
lutional neural networks (CNNs). Thermal image tongue information from 140 people was
collected by utilizing infrared cameras. Naveed et al. (2020) [18] developed an algorithm
based on fractional-order Darwinian particle swarm optimization for hyperglycemia diag-
nosis based on 700 tongue images taken using digital cameras and smartphones. Another
study by Horzof et al. (2021) [13] involved analysis of the tongue based on images from
COVID-19 patients using the Cochran–Armitage test based on polymerase chain reaction
to drive the anticipated relationship between three elements represented by tongue color,
plaque color, and disease severity. A total of 135 patients’ (males and females) tongue
images were collected using smartphones. The study found that approximately 64.29%
of patients with mild infections, 62.35% of patients with moderate infections, and 99%
of patients with severe infections showed light pink tongues, crimson tongues, and deep
red (wine-colored) tongues, respectively. Another study conducted by Mansour et al.
(2021) [19] illustrated a new model composed, first, of an automated Internet of Things
(IoT) system and, second, a deep neural network (DNN) to detect and classify disease from
colored tongue images. Recently, a study conducted by Abdullah et al. (2021) [20] utilized
classical machine learning algorithms and deep learning techniques for feature fusion in
predicting prediabetes and diabetes. The GAXGBT model with fusion features achieved
an average F1-score of 0.796 on the test set, demonstrating enhanced prediction accuracy.
High precision (0.929) and recall (0.951) were observed in detecting diabetes, indicating
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the model’s effectiveness in identifying individuals at risk. The GAXGBT model exhibited
an average CA of 0.81 and an average AUROC of 0.918 on the test set, reflecting good
overall accuracy. The model showed a sensitivity of 0.952 for detecting prediabetes and
0.951 for diabetes, highlighting its ability to correctly identify individuals at risk. A study
conducted by Jun Li et al. (2022) [21] utilized a hybrid convolutional neural network with
the Deep RBFNN model for diabetes diagnosis. The study was performed using the MAT-
LAB R2019a environment on a system with specific hardware configurations. The main
results of the study revealed the successful classification of diabetes based on tongue image
features, as the artificial intelligence model achieved high levels of accuracy, sensitivity, and
specificity in the diagnostic process. The accuracy of the AI model in diabetes classification
was reported to be 0.989 for training and 0.984 for testing, indicating its strong performance
in identifying the disease. Sensitivity, which represents the true positive rate, and specificity,
which indicates the true negative rate, were also high in the model, further validating its
effectiveness in diagnosing diabetes. The research used a dataset containing a specific num-
ber of samples, although the exact number is not explicitly stated in the contexts provided.
The AI method used in the study of Saritha Balasubramaniyan et al. (2022) [22] involved
training deep learning models, such as YOLOv5s6, U-Net, and MobileNetV3, on tongue
image datasets to recognize, segment, and classify tongue features. The main results of the
study indicated that the tongue diagnosis model achieved satisfactory performance, with
an accuracy of 93.33% for tooth marks, 89.60% for stains, and 97.67% for cracks. Evaluation
metrics used to evaluate the model included accuracy, sensitivity, and specificity, although
they were not explicitly stated in the contexts provided. However, the study showed
good detection, segmentation, and classification performance of the AI models. A study
conducted by Zibin Yang et al. (2022) [23] presented a live imaging system using a webcam
for assessing tongue color and identifying ailments, including hyperglycemia, kidney insuf-
ficiency, deficiency in red blood cells, cardiac failure, and respiratory conditions. However,
their experimental results were obtained under fixed light conditions, and they utilized
“if” and “else if” commands in MATLAB, which constrained the results when input data
fell outside the predefined condition range. All the abovementioned studies are promising
as computerized tongue color analysis systems. However, they neglected the challenge of
considering the intensity and difference of lighting and its effect on the colors of the tongue
and thus might have given inaccurate diagnoses in some cases. Therefore, we propose a
live imaging system for examining tongue color and diagnosing the related diseases using
different machine learning models, namely, the NB, SVM, KNN, DT, RF, and XGBoost
algorithms, trained to address the issue of lighting condition intensities during imaging.

3. Materials and Methods
3.1. Data Collection

In this study, two different groups of data were used. The first group consisted of
5260 images classified with seven colors for different color saturations and light conditions,
namely, red as class 1 with 1102, yellow as class 2 with 1010 images, green as class 3 with
945, blue as class 4 with 1024, gray as class 5 with 737, and white as class 6 with 300 images
to cover the abnormal tongue colors, and pink was set as class 7 with 310 images of normal
healthy tongues. Rows of values obtained from the five color spaces (RGB, YCbCr, HSV,
LAB, and YIQ) were used as raw features and then saved as an Excel sheet file in CSV
(comma delimited) format as input for different machine learning models. For training
purposes, 80% of the dataset was employed to train the machine learning algorithms,
and 20% of the remaining dataset was employed for testing. The second group of data
comprised 60 abnormal tongue images that were collected at Al-Hussein Teaching Hospital
in Dhi Qar, Iraq, and Mosul General Hospital in Mosul from January 2022 to December
2023 to test the proposed imaging system in real time. These tongue images included
patients with various conditions, including DM, mycotic infection, asthma, COVID-19,
fungiform papillae, and anemia. This research adheres to the ethical standards of the
Helsinki Declaration (Helsinki, 1964) with the Individual Ethics Protocol ID 201/21 granted
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by the Ethical Standards for Human Research Commission at the Human Research Ethics
Committee at the Ministry of Health and Environment, Training and Human Development
Centre, Iraq. Written consent was obtained from all involved subjects after a comprehensive
clarification of the experimental methodologies.

3.2. Experimental Configuration

Within this investigation, the patient sat in front of the camera at a distance of 20 cm
while the proposed imaging system detected the color of the tongue and predicted health
status in real time. A laptop with the MATLAB program installed and a USB webcam
(1920 × 1080 pixels) was used to capture and extract color features from the tongue images,
as shown in Figure 1. MATLAB App Designer was used as a graphical user interface (GUI)
to facilitate real-time analysis of tongue color captured by the webcam. The GUI not only
illustrates the values of every hue but also determines the tongue’s color in the image and
histogram and identifies possible diseases associated with the observed color.
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Figure 1. Device for image acquisition and experimental configuration.

3.3. System Design

The proposed imaging system is primarily based on image processing methods to
analyze tongue color. Several machine learning algorithms were trained to detect tongue
color, and the saved trained model was used to diagnose the related diseases in real time,
as shown in Figure 2.
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3.3.1. Image Analysis

To analyze tongue color after capturing the tongue image, an image segmentation
method was used to automatically segment the tongue image and remove the facial back-
ground, including the lips, mustache, beard, teeth, etc., and then select the central region of
the tongue as a region of interest (ROI), as shown in Figure 3.
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The next processing step is color space conversion. The RGB color space generally
does not reflect specific color information; therefore, the RGB color space was converted to
YCbCr, HVS, LAB, and YIQ models for a more in-depth color information analysis. This
process was achieved using a color space conversion function in the MATLAB environment.
The intensities from different channel values after classifying their colors were saved in
CSV file format and then fed to different machine learning algorithms (NB, SVM, KNN,
DT, RF, and XGBoost) to train the model. The color spaces included RGB (red, green, blue),
the most common color model used in digital devices like cameras, computer monitors,
and TVs. This model represents colors as combinations of red, green, and blue light. Each
color channel has a range of intensity from 0 to 255 in an 8-bit system, allowing for a
wide range of colors to be displayed. YCbCr is a color space that separates luminance
(Y) from chrominance (Cb and Cr). The Y component represents brightness, while the
Cb and Cr components represent color information. YCbCr is often used in image and
video compression algorithms because it separates color information, making compression
more efficient. The HVS (Human Visual System) is a color space designed to mimic the
characteristics of the human eye’s perception of color. It takes into account factors, such as
color sensitivity and brightness perception, to create a color representation that is closer to
how humans see colors. LAB is a color space defined by the International Commission on
Illumination (CIE). It consists of three components: L for lightness, A for the green–red axis,
and B for the blue–yellow axis. LAB is used in color science and image processing for its
perceptual uniformity, meaning that equal distances in the LAB space roughly correspond to
equal perceptual differences in a color space used in analog television systems, particularly
in the NTSC standard. Similar to YCbCr, it separates luminance (Y) from chrominance (I
and Q), with I representing the blue–yellow axis and Q representing the green–magenta axis.
YIQ was used in older television systems and is less common in digital image processing
compared to RGB or YCbCr.

The feature importance used in the decision making of machine learning algorithms is
shown in Figure 4.

The proposed imaging system based on the trainable model obtained from the best-
performing algorithm can detect tongue color and classify it as normal or abnormal in
real time. The intensity values obtained from RGB YCbCr, HVS, LAB, and YIQ channels
in real time were compared to the trainable model to predict tongue color and possible
related diseases.
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3.3.2. Tongue Color as a Diagnostic Indicator for Diseases

The convergence of important artificial intelligence techniques in tongue diagnosis
research aims to enhance the reliability and accuracy of diagnosis and address the long-term
outlook for large-scale artificial intelligence applications in healthcare. The emergence
of artificial intelligence has not only created a distinct and rapidly developing niche in
the field of TCM but has also generated urgent and widespread demand for advances in
tongue diagnostic technology [24]. In the clinical practice of TCM, practitioners rely on their
observations pertaining to various tongue attributes, including color, contours, coating,
texture, and amount of saliva, as indicators for diseases [25]. However, this approach
is often influenced by subjective evaluation arising from individual visual perception,
color analysis, and individual experience. Thus, this reliance on independence leads to
subjectivity in diagnosis and challenges in replication. Traditional tongue diagnosis mostly
focuses on the visual aspects of the tongue, including color, shape, and coating [24]. A
change in tongue color may indicate several diseases, as shown in Table 1.

Table 1. Tongue color as a diagnostic indicator for diseases.

No. Tongue Color Pathological Case

1
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Table 1. Cont.

No. Tongue Color Pathological Case

4
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3.3.3. MATLAB App Designer 
The graphical interface of this program was designed to simplify the use of MATLAB 

for the purpose of determining the patient’s condition. First, we connected the camera to 
the computer and ran the MATLAB program to display the graphical interface, as shown 
in Figure 5, by pressing the “Capture Video” button. An image of the patient’s tongue 
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Normal tongue (healthy case)

3.3.3. MATLAB App Designer

The graphical interface of this program was designed to simplify the use of MATLAB
for the purpose of determining the patient’s condition. First, we connected the camera to
the computer and ran the MATLAB program to display the graphical interface, as shown
in Figure 5, by pressing the “Capture Video” button. An image of the patient’s tongue
appeared, after which we pressed the “Snapshot” button. The program took a picture of
the oral organ and displayed the color of the tongue in addition to all the features of the
tongue, including RGB, YCbCr, HVS, LAB, and YIQ color models, and displayed whether
the person is in a pathological or normal condition.
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3.4. Implementation of Machine Learning Algorithms as Classifiers
3.4.1. Naïve Bayes Categorizer

The naïve Bayes classifier is an approach to classification based on Bayes’ theorem,
employing probability and statistical principles [26].

P(Y/X) = P(X/Y)× P(Y)/P(X) (1)

where forecasts for the future are possibly derived from past encounters. The naïve Bayes
classifier additionally possesses distinctive attributes that make strong assumptions of
independence for any occurrence or state [27,28]. As shown in Figure 6, some benefits of
employing the naïve Bayes approach are as follows:

• The model leverages polynomial or binary data.
• The approach permits the application of different datasets.
• The method avoids matrix computations, mathematical optimization, etc., so its appli-

cation is comparatively straightforward.
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3.4.2. Support Vector Machine (SVM)

In general, the SVM is a new and effective type of machine learning based on the statis-
tical learning principle developed by Vapnik [29]. SVMs are supervised learning algorithms
with associated learning algorithms that analyze data, recognize patterns, and are used
for classification and regression analysis [30]. The SVM is mainly based on the principle
of hyper-level classifiers and is able to display the hyper-level that maximizes the margin
between two classes. With a provided set of training examples, each labeled as belonging
to one of two categories, the SVM training algorithm constructs an algorithm capable of
assigning new instances to either of the two classes, rendering it a non-probabilistic binary
linear classifier, as shown in Figure 7. An SVM algorithm is a depiction of examples as
points in space, transformed such that instances of discrete classes are partitioned by as
wide a distinct separation as feasible. Subsequently, new instances are transformed into
the same space and are forecasted to be part of a particular class based on their position
relative to the gap.
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3.4.3. K-Nearest Neighbors Classification (KNN)

KNN categorization [31] identifies a set of k-selected training rows (k-nearest neigh-
bors) from the training set that are in proximity to the unknown instance row. In the
categorization of an unclassified ulcer image, the proximity of this image to the categorized
image is calculated to determine the k-nearest one, as shown in Figure 8.
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The most common neighbors and class labels of these nearest neighbors are then used
to determine the class label for the unknown row [32]. Unclassified images can be classified
according to their proximity to the categorized ones based on a designated distance or
similarity metric [33]. Euclidean distance serves as a metric in this process. The Euclidean
distance (d) separating two rows is calculated using:

d =

√
(y2 − y1)

2 + (x2 − x1)
2 (2)

Once the list of nearest neighbors is derived, the test row is categorized according
to the prevalent class among its closest neighbors. If k = 1, the class of the uncategorized
image is merely allocated to its closest neighbor [34].

The KNN algorithm is detailed below:

Input: The collection of training rows and the unlabeled test picture.
Procedure: The proximity between the uncategorized test picture and every training
image is calculated. The collection of nearest training images (k-nearest neighbors) to the
uncategorized row is chosen.
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Output: A label is assigned to the test row based on the predominant class among its
closest neighbors.
The choice: The choice of the k value is crucial in the KNN classifier.

3.4.4. Decision Tree (DT) Classification

DT classification is a commonly utilized algorithm in data mining systems that gener-
ates classification models [35]. In data mining, classification algorithms can manage a large
amount of data, as shown in Figure 9. Decision trees can be employed to make inferences
about categorical class labels, to categorize information based on training datasets and
class labels, and to categorize newly acquired data. Machine learning classification algo-
rithms encompass various methods, and decision tree classification is one of the influential
methods frequently employed in different domains, including machine learning, image
processing, and pattern identification [36]. DT classification is a sequential model that
efficiently and logically unifies a sequence of basic testing where the numeric feature is
contrasted with the threshold value in each assessment [37]. Conceptual rules are much
easier to construct than numerical weights in a neural network for connections between
nodes. DT classification is mainly used for assembly purposes and in data mining. Each tree
consists of nodes and branches. Each node represents features in a class to be classified, and
each subset defines a value that the node can take. Due to its simple analysis and accuracy
in multiple data models, DT classification has been implemented in many areas [36].
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3.4.5. Random Forest (RF)

The RF model is a classification method in ensemble learning and regression techniques
suitable for addressing issues related to grouping data into categories [38]. The algorithm
was devised by Breiman [38]. A group of decision trees that give a classification decision
for a set of data and the average of these decisions is given by the random forest [39], as
shown in Figure 10. Therefore, this approach deals with a large amount of data and has
greater accuracy than DT classification [40]. The classification process is slower than that of
the decision tree method, as it reflects stability in prediction.
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3.4.6. Extreme Gradient Boost (XGBoost)

XGBoost has been extensively utilized in various domains to achieve cutting-edge
results in numerous data challenges and is a highly efficient and scalable machine learning
framework for tree boosting [41]. Developed by Chen et al., it demonstrates scalability
in every scenario [42]. It provides an initial guess in the first stage, after which the error
rate is calculated. Thereafter, it adds the learning rate to the guess gradually, as shown in
Figure 11, until it reaches the closest result to the desired output. Thus, the accuracy of this
model is very high.
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The parameters used for different machine learning algorithms are shown in Table 2.
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Table 2. The parameters used for different machine learning algorithms.

Algorithm Parameter Tuned Value/Range

NB Smoothing parameter (alpha) 0.1, 0.5, 1.0
SVM Kernel type Linear, RBF, Polynomial

Regularization parameter (C) 0.1, 1.0, 10.0
Gamma (for RBF kernel) 0.1, 0.01, 0.001

KNN Number of neighbors (k) 3, 5, 7
Distance metric Euclidean, Manhattan

DT Maximum depth 3, 5, 10
Minimum samples split 2, 5, 10

RF Number of trees 50, 100, 200
Maximum depth per tree 5, 10, 15
Minimum samples split 2, 5, 10

XGBoost Learning rate 0.01, 0.1, 0.3
Maximum depth 3, 5, 7
Number of estimators 50, 100, 200

3.5. Evaluation Metrics

To assess the effectiveness of the classifiers and select which model provides the best
evaluation metrics values, this study used 12 metrics, namely, the accuracy, precision, recall,
F1-score, Jaccard index, zero-one loss, G-score, Hamming loss, Cohen’s kappa, MCC, and
Fowlkes–Mallows index. These metrics offer quantitative means of appraising models’
predictive capacity by comparing their predictions to actual values.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Recall (Sensitivity or True Positive Rate) =
TP

TP + FN
(5)

F1Score = 2 × Precision × Recall
Precision + Recall

(6)

Jaccard Index =
TP

TP + FP − FN
(7)

G − Score =
L
√

∏L
i=1F1i (8)

Zero − One Loss =
1
N

N

∑
i=1

V(yi ̸= ŷi

)
(9)

Hamming Loss =
1

N × L

N

∑
i=1

L

∑
i=1

V
(

yij ̸= ŷij

)
(10)

Cohen’s Kappa =
Observed Agreement − Expected Agreement

1 − Expected Agreement
(11)

Matthews Correlation Coe f f icient (MCC) =
TP × TN − FP × FN√

((TP + FP)(TP + FN)(TN + FP)(TN + FN))
(12)

Fowlkes − Mallows Index =
√

Precision × Recall (13)

where TP, TN, FP, and FN are true positives (correctly predicted positive instances), true
negatives (correctly predicted negative instances), false positives (incorrectly predicted pos-
itive instances), and false negatives (incorrectly predicted negative instances), respectively.
N is the total number of instances, L is the total number of labels, yi is the true label of the
ith instance, ŷi is the predicted label of the ith instance, yij is the true label of the jth class
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for the ith instance, ŷij is the predicted label of the jth class for the ith instance, and V(.) is
an indicator function, which returns 1 if the condition inside is true and 0 otherwise.

4. Experimental Results and Discussion

The performance of six machine learning algorithms was evaluated to determine
which algorithm has the best performance in detecting tongue colors. The performance
comparison of the used algorithms based on the confusion matrix for each algorithm, which
provides a comprehensive view of the efficiency of the classification model in accurately
predicting each class, is illustrated in Figure 12.
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Figure 12. Confusion matrix for (a) SVM, (b) NB, (c) KNN, (d) DT, (e) RF, and (f) XGBoost.

The data evaluation process also used 12 metrics to test the classification performance,
namely, the accuracy, precision, recall, F1-score, Jaccard index, zero-one loss, G-score,
Hamming loss, Cohen’s kappa, MCC, and Fowlkes–Mallows index, as shown in Table 3.
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Table 3. Results obtained from the machine learning algorithms used in the proposed study.

Technique Accuracy
% Precision Recall F1-

Score
Jaccard
Index

G-
Score

Zero-One
Loss

Hamming
Loss

Cohen’s
Kappa MCC Fowlkes–

Mallows Index

NB 91.43 0.88 0.89 0.88 0.9273 0.6154 0.0857 0.0857 0.97 0.32 0.8892

SVM 96.50 0.96 0.94 0.95 0.9406 0.8563 0.0350 0.0350 0.99 0.34 0.9482

KNN 96.77 0.95 0.96 0.96 0.9643 0.8400 0.0323 0.0323 0.99 0.35 0.9583

DT 98.06 0.97 0.97 0.97 0.9927 0.9000 0.0194 0.0194 0.99 0.35 0.9727

RF 98.62 0.97 0.98 0.98 0.9826 0.9077 0.0138 0.0138 1.00 0.35 0.9780

XGBoost 98.71 0.98 0.98 0.98 0.9895 0.9202 0.0129 0.0129 1.00 0.35 0.9799

It is clear from Table 3 that the NB algorithm had the lowest accuracy of 91.43% with
a balanced precision, recall, F1-score, and Jaccard index of 0.88, 0.89, 0.88, and 0.9273,
respectively, with a zero-one loss of 0.0857, G-score of 0.6154, Hamming loss of 0.0857,
Cohen’s kappa of 0.97, MCC of 0.32, and Fowlkes–Mallows index of 0.8892. The SVM
algorithm had an accuracy of 96.50% with a balanced precision, recall, F1-score, and Jaccard
index of 0.96, 0.94, 0.95, and 0.9406, respectively, with a zero-one loss of 0.0350, G-score
of 0.8563, Hamming loss of 0.0350, Cohen’s kappa of 0.99, MCC of 0.34, and Fowlkes–
Mallows index of 0.9482. The KNN algorithm had accuracy of 96.77% with a balanced
precision, recall, F1-score, and Jaccard index of 0.95, 0.96, 0.96, and 0.9643, respectively, with
a zero-one loss at 0.0323, G-score of 0.8400, Hamming loss of 0.0323, Cohen’s kappa of 0.99,
MCC of 0.35, and Fowlkes–Mallows index of 0.9583. The DT algorithm had an accuracy
of 98.06% with a balanced precision, recall, F1-score, and Jaccard index of 0.97, 0.97, 0.97,
and 0.9927, respectively, with a zero-one loss of 0.0194, G-score of 0.9000, Hamming loss of
0.0194, Cohen’s kappa of 0.99, MCC of 0.35, and Fowlkes–Mallows index of 0.9727. The RF
algorithm had an accuracy of 98.62% with a balanced precision, recall, F1-score, and Jaccard
index of 0.97, 0.98, 0.98, and 0.9826, respectively, with a zero-one loss of 0.0138, G-score of
0.9077, Hamming loss of 0.0138, Cohen’s kappa of 1.00, MCC of 0.35, and Fowlkes–Mallows
index of 0. 9799. XGBoost demonstrated outstanding performance, with the highest
accuracy (98.71%), precision (98%), and recall (98%) among the techniques. The F1-score of
98% indicated an excellent balance between precision and recall, while the Jaccard index of
0.9895 with a zero-one loss of 0.0129, G-score of 0.9202, Hamming loss of 0.0129, Cohen’s
kappa of 1.00, MCC of 0.35, and Fowlkes–Mallows index of 0. 9799 suggested an almost
perfect positive correlation, indicating that XGBoost was highly effective and reliable for
classification tasks. All the techniques performed well, but XGBoost was the top performer
in terms of accuracy, precision, recall, F1-score, and MCC. Following the abovementioned
results, the GUI was generated using the trained model from XGBoost (via the XGBoost
MATLAB interface), as it showed superior performance compared to other techniques used
in this study.

The proposed imaging system underwent real-time testing, and promising results
were observed after implementation. This test included multiple images of healthy and
affected oral organs. The framework evaluation included 60 images collected at the Al-
Hussein teaching hospital in Dhi Qar and the Mosul general hospital, including individuals
experiencing different conditions, such as diabetes, kidney failure, and deficiency in red
blood cells, along with normal individuals. The framework accurately diagnosed 58 images
out of 60, with a detection accuracy rate of 96.6%.

In this system, a pink tongue indicates health, while other colors indicate infection,
and each color corresponds to specific diseases programmed into the GUI. A real-time
image showing a normal scan of a pink tongue is shown in Figure 13.
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The proposed system’s real-time examination of two patients with abnormal yellow
and green tongues classified the patient with a yellow tongue as a diabetic patient, as
shown in Figure 14a, and the patient with a green tongue as having a mycotic infection, as
shown in Figure 14b.
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Study Title Year Accuracy

Diagnosis of Diabetes from Tongue Image Using
Versatile Tooth-Marked Region Classification 2019 90.23%

A tongue features fusion approach to predicting
prediabetes and diabetes with machine learning 2021 98.4%
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Table 4. Cont.

Study Title Year Accuracy

Analysis of Tongue Color-Associated Features among
Patients with PCR-Confirmed COVID-19 Infection
in Ukraine

2021 64.29%

Tongue Color Analysis and Diseases Detection Based on
a Computer Vision System.

2022 95%

Panoramic tongue imaging and deep convolutional
machine learning model for diabetes 2022 98.4%

Disease Prediction from Tongue Based on Machine
Learning Algorithms 2024 98.7%
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One of the limitations that we faced during the research was the reluctance of patients
to consent to data collection. Also, camera reflections are among the problems leading to
variation in detected colors and thus affect the diagnosis. Future research will account
for reflections captured by the camera using advanced image processors and filters as
well as deep learning techniques to classify and distinguish between colors to obtain
higher accuracy.

Comparative analysis indicates a clear development in the field of tongue diagnosis
using artificial intelligence, with the trend towards more advanced methods of extracting
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features, larger and more diverse data groups, artificial intelligence algorithms, and ad-
vanced deep learning. These developments collectively contribute to high rates of accuracy
and more reliable diagnostic capabilities, indicating the capabilities of artificial intelligence
in enhancing traditional Chinese medicine practices and other medical applications, as
shown in Table 5.

Table 5. Comparative analysis with previous studies based on features, data collection, or algorithms.

Study Year Features Datasets Algorithms/Methods

Umadevi et al. [16]. 2019 Implicit association
method

96 patient tongue
images, 97 UV-scanned
tongue images

Dental multi-labeled
region approach

Thirunavukkarasu et al. [17]. 2019 Thermal differences 140 thermal
tongue images

Convolutional neural
networks (CNNs)

Naveed et al. [18]. 2020 Tongue images 700 tongue images
Fractional-order
Darwinian particle
swarm optimization

Horzof et al. [13]. 2021 Tongue color, plaque
color, disease severity

135 tongue
images from
COVID-19 patients

Cochran–Armitage test

Mansour et al. [19]. 2021 Tongue color Not specified
IoT system, deep
neural networks
(DNNs)

Chen et al. [24]. 2021 Tongue color 457 tongue datasets ID3, J48, naïve Bayes,
BayesNet, SMO

Li et al. [21]. 2021 Color and
texture features

TFDA-1 Tongue
Diagnostic Tool Various ML algorithms

Yang et al. [23]. 2022 Tooth marks, stains,
fissures Tongue image datasets YOLOv5s6, U-Net,

MobileNetV3Large

Abdullah et al. [5]. 2022 Tongue color 50 tongue images Real-time imaging,
MATLAB GUI

Balasubramaniyan et al. [22]. 2022

Tooth mark, fur color,
fur thickness, tongue
shape, saliva, tongue
color, red dot

Not specified
Deep convolutional
neural network, hybrid
neural network models

5. Conclusions

Automated systems for analyzing tongue color show remarkable precision in differ-
entiating between healthy and diseased individuals. Additionally, they demonstrate the
ability to diagnose various diseases and determine the phases of their evolution, particu-
larly considering the remarkable progress in artificial intelligence and camera technologies.
The proposed system could efficiently detect different ailments that show apparent changes
in tongue color, with the accuracy rate of the trained models exceeding 98%. In this study,
a webcam was employed to capture images of the tongue in real time using MATLAB GUI
software. The proposed system was tested using 60 images of both patients and healthy
individuals captured in real time with a diagnostic accuracy rate reaching 96.6%. These
results confirm the feasibility of AI systems for tongue diagnosis in the field of medical
applications and indicate that this approach is a secure, efficient, user-friendly, comfortable
and cost-effective method for disease screening.
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